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Instance recognition
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Last time

* Depth from stereo: main idea is to triangulate from
corresponding image points.
* Epipolar geometry defined by two cameras
— We’ve assumed known extrinsic parameters relating their poses
* Epipolar constraint limits where points from one view
will be imaged in the other
— Makes search for correspondences quicker
* To estimate depth
— Limitsearch by epipolar constraint
— Compute correspondences, incorporate matching preferences




Virtual viewpoint video

(a) £ = ) : ¢ T RPNOREE (d) ()

a i " r
Figure 6: Sample results from stereo reconstruction stage: (a) input color image: (b) color-based segmentation; (c) initial disparity estimates
g dy;: (d) refined disparity estimates: (¢) smoothed disparity estimates d;(x)

d) A depth-matted object from earlier in the sequence is inserted into the video.

C. Zitnick et al, High-qualityvideo view interpolation using a layered representation,
SIGGRAPH 2004.

Virtual viewpoint video

Massive Arabesque

C. Larry Zitnick et al, High-qualityvideo view interpolation using a layered
representation, SIGGRAPH 2004.

http:/iresearch.microsoft.com/IVM/NVW/
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Review questions:
What stereo rig yielded these epipolar lines?

Epipole has same coordinates in both images.
Points move along lines radiating from e: “Focus of expansion”

Figure from Hartley & Zisserman

Review questions

* When solving for stereo, when is it necessary
to break the soft disparity gradient constraint?

* What can cause a disparity value to be
undefined?

* What parameters relating the two cameras in
the stereo rig must be known (or inferred) to
compute depth?
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Today

* Instance recognition

— Indexing local features efficiently
— Spatial verification models

Recognizing or retrieving
specific objects
Example I: Visual search in feature films

Visually defined query “Groundhog Day” [Rammis, 1993]

“Find this
clock”

“Find this
place”

Slide credit: J. Sivic
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Recognizing or retrieving
specific objects

Example Il Search photos on the web for particular places

Find these landmarks ...in these images and 1M more

Slide credit: J. Sivic

Google Goggles

Use pictures to search the web. [> Watch a video

Get Google Goggles

Android (1.6+ required)
Download from Android Market.

Send Goggles to Android phone

lew iPhone (iOS 4.0 required)
Download from the AQQ Store.

Send Goggles to iPhone

New!
Menw| : )
Cripes s [ )
ORUfs-T 3 =

Te Landmarks Books Contact Info Artwork Wine Logos

—
5 ] @ 11:03

imkateletts vom Biobauern mit
Schalotten, Tomatencoulis und Basilikum-
Gnocchi
German (auto) » Engish

Lamb chops from the farmers with the
shallots, tomato sauce and basil gnocchi

e
Larms




Recall: matching local features

Image 1 V Image 2
To generate candidate matches, find patches that have
the most similar appearance (e.g., lowest SSD)

Simplest approach: compare them all, take the closest (or
closest k, or within a thresholded distance)

Multi-view matching

Matching two given Search for a matchi.ng
views for depth view for recognition
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Indexing local features
\

Indexing local features

« Each patch/region has a descriptor, which is a
point in some high-dimensional feature space
(e.g., SIFT)

Descriptor’s
feature space




Indexing local features

* When we see close points in feature space, we

have similar descriptors, which indicates similar
local content.

Descriptor’s Q uery
feature space image

Database
images

Indexing local features

« With potentially thousands of features per
image, and hundreds to millions of images to
search, how to efficiently find those that are
relevant to a new image?

* Possible solutions:
-- Inverted file

— Nearest neighbor data structures
« Kd-trees
» Hashing
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Indexing local features:
inverted file index

 Fortext
o documents, an
N efficient way to find

all pages on which
aword occurs is to
use an index...

 We want to find all
images in which a
feature occurs.

* To use this idea,
we’ll need to map
our features to
“visual words”.

i Feol 105
Billis Swamp Safar; 160
Biackwaler River SF; 117

Blus Angele

Visual words

« Map high-dimensional descriptors to tokens/words
by quantizing the feature space

* Quantize via
clustering, let
cluster centers be
the prototype
“‘words”

Word #2 ™
_/

‘ » Determine which
/ o word to assign to

Descriptor's each new image
region by finding
the closest cluster
center.

feature space




Visual words: main idea

* Extract some local features from a number of images ...

e.g., SIFT descriptor space: each
point is 128-dimensional

Slide credit: D. Nister, CVPR 2006

Visual words: main idea
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Visual words: main idea

Visual words: main idea
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Visual words

) Examp'? ea"h“ TV VY Y v
group of patches
belongs to the EEEEEEEEEE
same visual word
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Visual words

* Also used for describing L E -
scenes and object - .
categories for the sake of ﬂ . Lo
indexing or classification. . . m

[

Sivic & Zisserman 2003;
Csurka, Bray, Dance, & Fan - < 2
2004; many others. m m . m
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* First explored for texture and
material representations

* Texton = cluster center of
filter responses over
collection of images

* Describe textures and
materials based on
distribution of prototypical
texture elements.

i BEE-==EEm-8
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i BEEEEEEEREE

3 EE=EEEEEE--

I BEEESEEEE=E

Leung & Malik 1999; Varma & = =
Zisserman, 2002 =

ol - [

Recall: Texture representation example

Windows with

primarily horizontal Both
edges g N\, ek,
E v 00 ™ mean | mean
2 @) L @) ; d/dx didy
s | YO value | value
g S T e ’ Win. #1| 4 10
E | O
S VAT Win.#2 18 7
c N O O ! -
S | Q) ! Win #9 20 20
0\ I ;
% s O "I \\ o 4
E T i
8 ) .
Dimensgion 1 (mean d/dx|value) .
Windows with Windows with
small gradientin ~ primarilyvertical statistics to
both directions edges summarize patterns

in small windows
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Visual vocabulary formation

Issues:

« Sampling strategy: where to extract features?

» Clustering / quantization algorithm

» Unsupervised vs. supervised

* What corpus provides features (universal vocabulary?)
» Vocabulary size, number of words

Inverted file index

EEE
s Image #1

1 3
i 2
o
o
g 7 12
o g
o Image #2 8 3
Q
S
a 9

10

Image #3
91 2

* Database iinages are loaded int6 the index mapping
words to image numbers
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Inverted file index

When will this give us a —
significant gain in efficiency? w-
1 3

7 1,2
g B g 3
p— A :ﬁl"_-‘"?
New query image 9
10
91 2

+ New query image is mapped to indices of database
images that share a word.

Instance recognition:
remaining issues

 How to summarize the content of an entire
image? And gauge overall similarity?

* How large should the vocabulary be? How to
perform quantization efficiently?

* |Is having the same set of visual words enough to
identify the object/scene? How to verify spatial

agreement?

* How to score the retrieval results?

Kristen Grauman

10/28/2015

16



Analogy to documents

Of all the sensory impressions proceeding to
the brain, the visual experiences are the
dominant ones. Our perception of the world
around us is based essentially on the
messages that g

For along tig#=" .
image wagf” SENsory, brain,

eye, cell, optical
nerve, image
more comds, Hubel, Wiesel
i

tothe variou ¢

Hubel and Wiesel -
demonstrate that the message abo
image falling on the retina undergoe:
wise analysis in a system of nerve cell
stored in columms. In this system each
has its specific function and is responsible
a specific detail in the pattern of the retinal
image.

China is forecasting a trade surplus of $90bn
(£51bn) to $100bn this y ear, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplusamould be created by

exports, imports, US,
uan, bank, domestic,
b foreign, increase,

trade, value e

y uan against the ac
permitted it to trade within a narrow
the US wants the y uan to be allowe
freely. Howev er, Beijing has made it c
it will take its time and tread carefully b
allowing the yuan to rise furtherin value.

ICCV 2005 short course, L. Fei-Fei

A 4

Object

Bag of ‘words’

ICCV 2005 short course, L. Fei-Fei
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Bags of visual words

« Summarize entire image
based on its distribution
(histogram) of word
occurrences.

» Analogous to bag of words
representation commonly
used for documents.
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Comparing bags of words

* Rank frames by normalized scalar product between their
(possibly weighted) occurrence counts---nearest
neighbor search for similar images.

[18 1 4 51 1 0 (d-,q)
1 d.' = J
sim(d;»a) =g Tl

_ PN dj(i) *q (1)

(ELa 0 [SLia?

for vocabulary of V words

tf-idf weighting

* Term frequency — inverse document frequency

» Describe frame by frequency of each word within it,
downweight words that appear often in the database

» (Standard weighting for text retrieval)

Total number of

Number of q -
occurrences ofword T 17 i N ocuments in
. i database
i in documentd ti — log —_

. ng n; Number ofdocuments
Numberofwordsin ~__— ™S wordi occurs in, in
documentd whole database
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Inverted file index and
bags of words similarity

w

1. Extract words in query

2. Inverted file index to find
relevant frames

3. Compare word counts

Kristen Grauman

Bags of words for content-based
Image retrieval

Visually defined query “Groundhog Day” [Rammis, 1993]

“Find this
clock”

“Find this
place” |E

Slide from Andrew Zisserman
Sivic & Zisserman, ICCV 2003
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retrieved shots
Example -
! Lot ! ge 4
Start frame 52907 Key frame 53026 Fnd frame 53028
{ * MR S =
( 'r _| (_‘ 'r<‘l ‘ g 1
Start frame S4342 Key frame 84376 Fud frame 4644
. " L - 3 “
- f‘ » 3
v | o
Start frame $1770 Key frame 52251 Fod frame S2348
= & B
'T e ! f: 'r e 1 ‘,
. Key frame 84201 Fud frame 54201
=]
" "
Key frame 39126 End frame 39300
- '
- -
Start frame 40760 Key frume 40826 End frame 41049
S||de from Andrew Zisserman - _ _
L . Start fr 39301 ey fr 39676 End fr: 39730
Sivic & Zisserman, ICCV 2003 — — -

Video Google System

Query

1. Collect all words within region
query region

2. Inverted file index to find
relevant frames

3. Compareword counts

©

= 4. Spatial verification oY
= 5
[ (9}
o S
i Sivic & Zisserman, ICCV 2003 =3
S 5
& 3
— o [0
=  Demo online at: @
'.g http://www.robots.ox.ac.uk/~vgg/r

= esearch/vgoogle/index.html

2

> 46

K. Grauman, B. Leibe
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Visual Object Recognition Tutorial

Visual ObjectRecognition Tutorial

Vocabulary Trees: hierarchical clustering
for large vocabularies

e Tree construction:

° \
[Nister & Stewenius, CVPR’06]

K. Grauman, B. Leibe Slide credit: David Nister

Vocabulary Tree

e Training: Filling the tree

[Nister & Stewenius, CVPR’06]

K. Grauman, B. Leibe Slide credit: David Nister
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Vocabulary Tree

e Training: Filling the tree

S [Nister & Stewenius, CVPR’06]

Visual Object Recognition Tutorial

K. Grauman, B. Leibe Slide credit: David Nister

Vocabulary Tree

e Training: Filling the tree

Visual Object Recognition Tutorial

[Nister & Stewenius, CVPR’06]

7 Grauman, B. Leibe Slide credit: David Nister
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What is the computational advantage of the
hierarchical representation bag of words, vs.
a flat vocabulary?

Vocabulary size

80 Results for recognition task
— emzza" with 6347 images
O\Q -

870

c Branching

g factors

S 60/ — 8

= == 10

o 50 === 16

10k 100k 1M 10M

Nr of Leaf Nodes

Influence on performance, sparsity? Nister& Stewenius, CVPR 2006
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Bags of words: pros and cons

flexible to geometry / deformations / viewpoint
compact summary of image content

provides vector representation for sets

very good results in practice

+ + + +

- basic modelignores geometry— must verify
afterwards, or encode via features

- background and foreground mixed when bag
covers whole image

- optimal vocabulary formation remains unclear

Instance recognition:
remaining issues

 How to summarize the content of an entire
image? And gauge overall similarity?

* How large should the vocabulary be? How to
perform quantization efficiently?

* |Is having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

* How to score the retrieval results?

Kristen Grauman

10/28/2015
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Which matches better?

Derek Hoiem

bl 7L ¥ TR

Spatial Verification

DB image with high Bow : =
similarity DB image with high Bow
similarity

Both image pairs have many visual words in common.

Slide credit: Ondrej Chum

10/28/2015
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Spatial Verification

-

similarity DB image with high Bow
similarity

Only some of the matches are mutually consistent

Slide credit: Ondrej Chum)|

Spatial Verification: two basic strategies

* RANSAC
— Typically sort by BoW similarity as initial filter
— Verify by checking support (inliers) for possible
transformations

* e.g., “success”if find a transformation with > N inlier
correspondences

* Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

10/28/2015
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RANSAC verification

Recall: Fitting an affine transformation

(% Y1) o Approximates viewpoint
(% i) changes for roughly
° R planar objects and

° Yy R roughly orthographic
s r cameras.
[} [}

T

] m,
X m m || X | [t Xy, 0 0 1 0|m, X
= =+ = ,
yi’ m;  my | Yy; tz 0 0 X Y 01 m, Yi
. 1t .

_t2_

10/28/2015

28



RANSAC verification

Spatial Verification: two basic strategies

* RANSAC
— Typically sort by BoW similarity as initial filter
— Verify by checking support (inliers) for possible
transformations

* e.g., “success”if find a transformation with > N inlier
correspondences

* Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

10/28/2015
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Voting: Generalized Hough Transform

+ If we use scale, rotation, and translation invariant local
features, then each feature match gives an alignment
hypothesis (for scale, translation, and orientation of
model in image).

Novel image

Adapted from Lana L.azebnik

Voting: Generalized Hough Transform

* A hypothesis generated by a single match may be
unreliable,

* So let each match vote for a hypothesis in Hough space

Novel image

10/28/2015
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Gen Hough Transform details (Lowe’s system)

« Training phase: For each model feature, record 2D
location, scale, and orientation of model (relative to
normalized feature frame)

+ Test phase: Let each match btwn a test SIFT feature
and a model feature vote ina 4D Hough space

» Use broad bin sizes of 30 degrees for orientation, a factor of
2 for scale, and 0.25 times image size for location

* Vote for two closest bins in each dimension
» Find all bins with at least three votes and perform
geometric verification
» Estimate least squares affine transformation
» Search for additional features that agree with the alignment

David G. Lowe. "Distinctive image features from scale-invariant keypoints.”
1JCV 60 (2), pp- 91-110,2004.

Slide credit: Lana Lazebnik |

Example result

Background subtract Objects recognized,  Recognition in
for model boundaries spite of occlusion
[Lowe]

10/28/2015
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http://www.cs.ubc.ca/~lowe/papers/ijcv04.pdf

10/28/2015

Recall: difficulties of voting

* Noise/clutter can lead to as many votes as
true target

* Bin size for the accumulator array must be
chosen carefully

* In practice, good ideato make broad bins and
spread votes to nearby bins, since verification
stage can prune bad vote peaks.

Example Applications

.-
Mobile tourist guide
« Self-localization

« Object/building recognition
« Photo/video augmentation
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Visual Object Recognition Tutorial
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Application:

Query

Large-Scale Retrieval

Results from 5k Flickr images (demo available for 100k set)

[Philbin CVPR’07]

Web Demo: Movie Poster Recognition

50’000 movie
posters indexed

Query-by-image
from mobile phone
available in Switzer-
land

@ httpy//www.kooaba.ch - kooaba ooserver: random_movie - Mozilla Firefox ESNREN L X
1. Take a picture with your mobile phone camera
2. Send i
o il rland to 5555 (Orange Customers 079 394 5700).
o il y to 84000
o everywhere else to m@kooaba.ch
3. Search result is sent straight to your phone.
®AFE o |
http://www.kooaba.com/en/products_engine.html#

10/28/2015
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Instance recognition:
remaining issues

 How to summarize the content of an entire
image? And gauge overall similarity?

» How large should the vocabulary be? How to
perform quantization efficiently?

* |Is having the same set of visual words enough to
identify the object/scene? How to verify spatial
agreement?

 How to score the retrieval results?

Kristen Grauman

Scoring retrieval quality

Results (ordered):

Databasesize: 10images
Query Relevant (total): 5images

precision=#relevant/ #returned
recall =#irelevant / #totalrelevant

1
0.8 iy
g 0.6
4] <
g —|
204
0.
0]
0 0.2 0.4 0.6 0.8 1

recall

Slide credit: Ondrej Chum)|
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Recognition via alignment

Pros:

» Effective when we are able to find reliable features
within clutter

» Great results for matching specific instances
Cons:
» Scaling with number of models

« Spatial verification as post-processing — not
seamless, expensive for large-scale problems

» Not suited for category recognition.

W hat else can we borrow from
text retrieval?

China is forecasting a trade surplus of $90bn

(£51bn) to $100bn this y ear, a threefold
Alng 75 rom Dokt o ety Gt e 134 Oivving Lanss; 85 increase on 2004's $32bn. The Commerce

Firia; o bk ver R o ANAY Dl ounty, 163 - ’
u.mwa L CCC. The; 111, 112.115,136,142 Eau Galie: 175 Ministry said the surplusawvould be created by
. i Ca ozan; 147 Ed::m‘ Vfo:v\ml‘:sz o
sﬁg::r“:‘m eaﬁ:?i:’@_m Z::“Qéqml::;u:ﬂm E;’\w\;’?{n“iﬁss a predicted 30
ATA oo 1 5 Acose a6, Connon Cro A 130 Emanei Font v 120 compared v
AAA (and CAR); 83 Canapy Foad, 506,169 Emergancy Catbones; B3 -,
AR Nalional Office; 88 Cape Canaverst; 174 Eplryies 142.148,157,159 $660bn.
Abbreviations, Castilo San Marcos: 163

Colored 25 mile Maps; covar Cave Diving; 131 amwu m) lm annoy t

Exit Services; 196 Cayo Costa, Name: 150

T ;85 Colebraton; Eslom 53 China'
Aliga; 177 . Charlotte erlhr 149 Everglade. 90,95, 138-140, 154- 160 .
e A R deliberf{€XpOrts, imports, US,
it Conaliorsng, First; 112 Chiplay; 114 e Gardens; 154 i )
2 T agreesgl/yan, bank, domestic
i a3 Covos BOOT TS TID0 o rarn 108 yuan isgl - :
Aspaha, Name: 126 ChyPlas, W Palm Basch; 180 Fires, Prescibed ; 148 fO rel g n, INnCrease
Altvost B Maclay Gardans: 106 Chy Mags, Fishormarts VBage: 161 governc ’ ’
Alligator Alley; 154155 Ft Laudeecialo Expwys; 194195 Flngher Gounty, _
E:ﬂgigﬁg%’ o, 09 Mm-nw_“ o163 P E&E::w sn:mm also needd . trad e, Val ue p
e o 130,147,156 Oclancl Expremmomps 12180 151000 your oo 187 demand so .
m et s country. Chin?
Aottt o 130 e Nt Garotay: 41 y uan against the
Mmrel::“\:lz B o«wmmm‘wa‘lzmae‘u: = ParlolNl:caT;WT d t t t d th b t
T, o B e permitted it to trade within a narrow u
s Pt Prfot 10 o Spanon s 155 S Fom b 57 the US wants the yuan to be allowe

Vit A 151 Coambia Gounty 1011 ima Court 107 i

Ertetimesieiy i B Matoras 108 Foioe T (1F), 178,180 freely. Howev er, Beijing has made it ¢
Bt Couny:60 Contcrow Sunurp, Namma; 154 25 ik St Mepe: 66 L o
Barsioot Mailmar 162 Cownays; a5 Administaton; 169 it will take its time and tread carefully b
Barga Canak; 137 Crab Trag 1I; 144 Con Sysiem; 190 . X N
o gm';ﬁ;f%ﬁg;fm i allowing the y uanto rise furtherin value.
Bermard Casiro; 136 Cuban Bread; 1 History; 189
BigI'; 185 Dade’ Bd'ﬂidai Namas; 189
Big Cyprass, 165,156 Dade, Maj. anu 138-140.161 Sarvice Plazas; 190
Big Fol Monstar; 105 Dariia Beach Husricane; 186 Spur SRB: 76
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Query expansion

Query: golf green
Results:
- How canthe grass onthe greens at a golf course be so perfect?

- For example, a skilled golfer expects to reach the green on a par-four holein ...
- Manufactures andsells synthetic golf putting greens and mats.

Irrelevantresultcan causea “topicdrift’:

- Volkswagen Golf, 1999, Green, 2000cc, petrol, manual,, hatchback,94000miles,
2.0 GTi, 2 Registered Keepers, HPI Checked, Air-Conditioning, Frontand Rear
ParkingSensors, ABS, Alarm, Alloy

Slide credit: Ondrej Chum

Query Expansion

Results

New query
ide credit

Chum, Philbin, Sivic, Isard, Zisserman: Total Recall..., ICCV. 2007 .
SF é: :On(?re|Chum
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Query Expansion Step by Step

Querylmage Retrieved image Originallynotretrieved

Slide credit: Ondrej Chum

Query Expansion Step by Step

Slide credit: Ondrej Chum
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Query Expansion Step by Step

Slide credit: Ondrej Chum

Query Expansion Results

Original results (good)

[] 0.2 0.:-7 -.--0‘6 - D’; 1
Expanded results (better)
T S
" J y

image

0.4 0.6 0.8 1
STide credit: Ondrej Chum
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Summary

Matching local invariant features

— Useful not only to provide matches for multi-view
geometry, but also to find objects and scenes.

Bag of words representation: quantize feature space to
make discrete set of visual words

— Summarize image by distribution of words
— Index individual words

Inverted index: pre-compute index to enable faster
search at query time

Recognition of instances via alignment: matching
local features followed by spatial verification

— Robust fitting : RANSAC, GHT

Kristen Grauman
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