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Mining, and

Intro to Categorization .

* Office hours back to normal:
* 12:30-130 Tues and by appointment

* Assignment 4 posted Oct 30, due Nov 13.

- B
Thurs Nov 5 ) .
Kristen Grauman "‘2; oz
UT Austin LVEL G A U
“- E B
Announcements
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Recognition and learning

_g UL._ }ﬁfgﬁ%'

TLW =

Fi -

Recognizing categon}/
S ! (objects scenes, , N

Review questions

* Name a pro and con of the bag of words
representation

* Name a pro and con of query expansion

* In locality sensitive hashing, what determines how
many data points we will search?

11/4/2015
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Picking up from last time

* Instance recognition wrap up:
* Spatial verification
* Sky mapping example
* Query expansion
* Discovering visual patterns
* Randomized hashing algorithms
* Mining large-scale image collections

Locality Sensitive Hashing (LSH)

[Indyk and Motwani ‘98, Gionis et al. 99, Charikar ‘02, Andoni et al. ‘04]
Pr [h(z) =h = 51
Pr [h(z) = h(y)] = sim(z, y)

<N

hrl...rk [.]"

Kristen Grauman




Locality Sensitive Hashing (LSH)

[Indyk and Motwani ‘98, Gionis et al.’99, Charikar ‘02, Andoni et al. ‘04]

* Formally, ensures “approximate” ©
nearest neighbor search .

— With high probability, return a . .
neighbor within radius (1+€)r, if /& ﬁ

there is one. |' 5

1 | f | |

— Guarantee to search only O (Nu—e) \ \ qy 4
\ (1+e)r

of the database — -
T e

» LSH functions originally for
Hamming metric, Lp norms,
inner product.

Kristen Grauman

LSH function example:
inner product similarity

The probability that a random hyperplane separates two

unit vectors depends on the angle between them:

) - ) - 1 -
Prlsign(z! r) = mgn(a:f r) =1— =cos !(x]x;)
. - .

Corresponding hash function:

() = 1, ifrfzz0
" ] 0, otherwise

~

N J
High dot product: Lower dot product:
unlikelyto split likely to split

for 7~ N(up=0,0>=1)

[Goemans and Williamson 1995, Charikar 2004]
Kristen Grauman
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LSH function example:
Min-hash for set overlap similarity

[Broder, 1999]

Pr [h(x) = h(y)] = sim(z,y)

her
CAINA,
ac,
sim(A,, As) = :ji Bj : (0,1)
=——A,UA,

Kristen Grauman

LSH function example:
Min-hash for set overlap similarity

Vocabulary SetA Set SetC
DEe0LEF 000 ®C00 @0 ®
Random orderings min-Hash

overlap (A,2) =3/4 (1/2) overlap (A,C) =1/4 (1/5) overlap (2,C) =0 (0)

fi: 0311 0®0 022 0%9 045 0p7 ~Un‘

fo: 019 031 0B4 035 0B8 043 ~Un‘

f3:321645‘

®O®O :

Slide credit: Ondrej Chum [Broder, 1999]




LSH function example:
Min-hash for set overlap similarity

0000000 -®OEOV®

Ordering by f,

o 00000V

ne) @ ne @ AN

P(h(A) =h(%)) =
e @ nee) © b

Slide credit: Ondrej Chum [Broder, 1999]

Multiple hash functions and tables

» Generate k such hash functions, oo |
concatenate outputs into hash key: [our N

Py, () =h,_,(y))= o

110101
o [

111101

« Toincrease recall, search multiple
independently generated hash tables

— Search/rank the union of collisions in
each table, or
TABLE 2

— Require that two examples in at least T [ 10100

of the tables to consider them similar. 111 .

|

Kristen Grauman
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Mining for common visual patterns

In addition to visual search, want to be able to
summarize, mine,and rank the large
collectionas a whole.

* Whatis common?
* Whatis unusual?
* What co-occurs?

* Which exemplars
are most
representative?

Kristen Grauman

Mining for common visual patterns

In addition to visual search, want to be able to
summarize, mine,and rank the large
collectionas a whole.

We'll look at a few examples:

* Connected component clustering via hashing
[Geometric Min-hash, Chum et al. 2009]

* Visual Rank to choose “image authorities” [Jing and
Baluja, 2008]

* Frequent item-set mining with spatial patterns
[Quack et al., 2007]

Kristen Grauman

11/4/2015



Connected component clustering
with hashing

1.Detectseed pairs via hash collisions
2.Hash to related images
3.Compute connected components of the graph

Contrast with frequently used quadratic-time clustering algorithms
Slide credit: Ondrej Chum

Geometric Min-hash

[Chum, Perdoch, Matas, CVPR 2009]

« Main idea: build spatial relationships into the
hash key construction:

— Select first hash output according to min hash
(“central word”)

— Then append subsequent hash outputs from
within its neighborhood

Figure from Ondrej Chum

11/4/2015



Results:
Geometric Min-hash clustering

[Chum, Perdoch, Matas, CVPR 2009]

AllSouts A' @iﬂ . vertors [Nl
Ashmolean m 1 i
Keble

Balliol

Bodleian ‘ , . A

i m h Radcliffe itk @ i = ———
. Camera ﬂ . =

Cornmarket ﬁ &

100 000 Images downloaded from FLICKR
Includes 11 Oxford Landmarks with manually labeled ground truth

Slide credit: Ondrej Chum

Results:
Geometric Min-hash clustering

[Chum, Perdoch, Matas, CVPR 2009]

Discovering small objects

Slide credit: Ondrej Chum

11/4/2015



Results:
Geometric Min-hash clustering

[Chum, Perdoch, Matas, CVPR 2009]

SRCEE RS el
lnlti@@luut]@n

(bl T B CCT R LR T
GSSEOR it

Slide credit: Ondrej Chum Discovering small objects

Mining for common visual patterns

In addition to visual search, want to be able to
summarize, mine,and rank the large
collectionas a whole.

We'll look briefly at a few recent examples:

* Connected component clustering via hashing
[Geometric Min-hash, Chum et al. 2009]

» Visual Rank to choose “image authorities” [Jing and
Baluja, 2008]

* Frequent item-set mining with spatial patterns
[Quack et al., 2007]

11/4/2015
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Visual Rank: motivation

- & 2 Gl v g com et ot 1836 on_17%_317 *- [

Cogh mmem ¥ Cmwnei® B-pae
Web mages Vdso flews Mg Gesl mow v

==+ Goal: select

Google i (o) tam Google £ =
e ——— small set of

= [N i e “best” images

e -
7 T * among millions
g Glassic Red Dual Deck Tricycle T

& of candidates

Product search Mixed-type search Kristen Grauman

Visual Rank

[Jing and Baluja, PAMI 2008]

+ Compute relative “authority” of an image
based on random walk principle.
— Application of PageRank to visual data

* Mainideas:

— Graph weights = number of matched local features
between two images

— Exploit text search to narrow scope of each graph
— Use LSH to make similarity computations efficient

Kristen Grauman

11/4/2015
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Results: Visual Rank

[Jing and Baluja, PAMI 2008]
- B

)

(e
Original
Kristen Grauman 1,000 text search results of“Mona-Lisa”

Highest visual rank!

0 L a
has more matches to rest Similaritygraph generated from top

Results: Visual Rank

[Jing and Baluja, PAMI 2008]

(a)

Similaritygraph generated from top 1,000 text search
results of “Lincoln Memorial”.
Kristen Grauman Note the diversity of the high-ranked images.

11/4/2015
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Mining for common visual patterns

In addition to visual search, want to be able to
summarize, mine,and rank the large
collectionas a whole.

We’'ll look briefly at a few recent examples:

* Connected component clustering via hashing
[Geometric Min-hash, Chum et al. 2009]

* Visual Rank to choose “image authorities” [Jing and
Baluja, 2008]

* Frequent item-set mining with spatial patterns
[Quack et al., 2007]

Frequent item-sets

Frequently Bought Together
Customers buy this book with Learning OpenCV: Computer Vision with the OpenCV Library by Gary Bradski
Soteln, L, Price For Both: $131.77
(&) Addbothto Cart ] ( Add both to Wish List |

mﬁ ) Show availability and shipping details

Customers Who Bought This Item Also Bought

cwso
— LR

. ‘ Learning OpenCV: Computer Vision: A Pattern Recognition and Machine Vision, Third
) Computer Vision with the Modern Approach by David Machine Learning... by Edition: Theory

OpenCV... by Gary Bradski A. Forsyth Christopher M. Bishop Algorithms... by E. R.

,,,,,,,

Kristen Grauman

11/4/2015
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Frequent item-set mining
for spatial visual patterns

[Quack, Ferrari, Leibe, Van Gool, CIVR 2006, ICCV 2007]

* What configurations of local
features frequently occurin = |=f, fmses o
large collection? :

* Main idea: Identifyitem-sets
(visual word layouts) that
often occur in transactions
(images)

 Efficientalgorithms from
data mining (e.g., Apriori
algorithm, Agrawal 1993)

Kristen Grauman

Frequent item-set mining
for spatial visual patterns

[Quack, Ferrari, Leibe, Van Gool, CIVR 2006, ICCV 2007]

Kristen Grauman
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Frequent item-set mining
for spatial visual patterns

[Quack, Ferrari, Leibe, Van Gool, CIVR 2006, ICCV 2007]

Two example itemset clusters

Kristen Grauman

Discovering favorite views

Discovering Favorite Views of Popular Places with Iconoid
Shift. T. WeyandandB. Leibe. ICCV 2011.

ElFEmuE

5602 6476 259 317 789 7804 446 192

. 388
Kristen Grauman

11/4/2015
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Picking up from last time

* Instance recognition wrap up:
— Spatial verification
— Sky mapping example
— Query expansion
» Discovering visual patterns
— Randomized hashing algorithms
— Mining large-scale image collections

What does recognition involve?

T

LB
T2

Fei-Fei Li

11/4/2015
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Detection: are there people?
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Object categorization

mountain

e L building
banner, T

v ——

streetlamp

e

sign_m

A =

11/4/2015
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Scene and context categorization

" . outdoor

11/4/2015
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Visual Object Recognition Tutorial

Visual ObjectRecognition Tutorial

Object Categorization

e Task Description

> “Given a small number of training images of a category,
recognize a-priori unknown instances of that category and assign
the correct category label.”

* Which categories are feasible visually?

“Fido” German dog animal living
shepherd being

v

K. Grauman, B. Leibe

Visual Object Categories

e Basic Level Categoriesin human categorization
[Rosch 76, Lakoff 87]

> The highest level at which category members have similar
perceived shape

> The highest level at which a single mental image reflects the
entire category

» The level at which human subjects are usually fastest at
identifying category members

> The first level named and understood by children

» The highest level at which a person uses similar motor actions
for interaction with category members

K. Grauman, B. Leibe

11/4/2015
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Visual Object Categories

e Basic-level categories in humans seem to be defined
predominantly visually.

e There is evidence that humans (usually)
start with basic-level categorization
before doing identification.

= Basic-level categorization is easier
and faster for humans than object
identification!

-~ How does this transfer to automatic
classification algorithms?

Abstract
levels

Basic level

Individual

level
K. Grauman, B. Leibe

How many object categories are there?

10,000

;
:
5_.
H

Biederman 1987

Source: Fei-FeiLi, Rob Fergus, Antonio Torralba.

11/4/2015
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Other Types of Categories

“something you can sit on”

¢ Functional Categories

» e.g. chairs =

ferio01n] uoiub0o28y108(qo [eNSIA
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Why recognition?

— Recognitiona fundamental part of perception
* e.0., robots, autonomous agents

— Organize and give accessto visual content
* Connect to information
* Detect trends and themes

Autonomous agents able to
detect objects

http:/Awwv.darpa.mil/grandc hallenge/galler yas p

11/4/2015
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Posing visual queries

Digital Field Guides Eliminate the Guesswork

 Cineran: Reviews, Tralr
5 fimaioa.cn
3 Eoay Mabite

5 SN maple Moves
Estalie Lip 2 =
Condmoner

= Call Kitag for Tigket
1ogut 4 e B TelL o friend (by SMS)
© Homa

Search for another movie title
on our movie porta!

Get
Get back cool content on your phone,
Videos, ringtones, WAP links and more!

search

Kooaba, Bay & Quack et al.

Finding visually similar objects

Il ke visual shopping €74

WOMEN'S APPAREL | MED

My Like List| NewsL etter | Blog

PPAREL | KDS | ACCESSORES | JEWELRY &WATCHES | HOLDAY | FORTHEHOME

Women's Shoes

Refine by Style Refine by Color Refine by Brand
7| < 1
e

Pumps sandals Flats pal crimson searlet Clarks sofft

Why is Like.com Different?
Like is a visual shopping engine that

lets you find items by Sort By Lmenaa:“‘J Price Change Your View: 255 57J 1234567 NEXT>

color, shape and pattern.
Click on LissssaSsarch . to get started

Search Results

Results 1-20 of 140,207

Natural Comfort - LV58 $99.95
a sexy classic pump with a pillow-like footbed to keep your feet
happy. leather or patent leather upper. wrapped memory-foam
footbed. covered heel. leather sole.

‘Shop at Zappos.com
Your Search ltem

Wihich part of the image do you like? Compare Prices  More Detais  Saveto Likelist
Draw a box on the femto focus your
search on tht ares. Shop for more items ke this:

Likeness Search -

Patent Leather Open Toe Pump $275.00
Open toe styles a sleek, cushioned pump with a wrapped heel
and a mini platform. Color(s). black patent, dark chocolate suede,
wine patent, black python, natural python, beige leather. Brand.
Cole Haan ‘Shop for more items like this:
Compare Prices lore Detsls  Save to LikeList

Cole Haan ‘Carma

‘Shop at NORDSTROM.com

Likeness Search -

rsup - Caitlyn $89.95

Cole Haan - Carma OT Air Pump
$278.95

e Detaile + Save to LikeList

an easy onthe eyes pump features crafismanship to make it easy
Shop at Zappos.com

onyour feet too. patent leather uppers. almond shaped toe

cushioned footbed. covered heel. leather outsole. made in brazil. 7 Free Shipping

iavie

More Detsils  Save to LikeList
Shop for more items like this:

Likeness Search -

24



Exploring community photo collections

L ASEY ]
A A A
M=k DB
ilﬂﬂ--”f
T el ¢

Simon & Seitz

Dlscoverlng visual patterns

Sivic & Zisserman

Objects

. Lee & Grauman
Categories

Wang et al.

Actions

11/4/2015
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Auto-annotation

d:‘luuun\ with solid red lines. Auto-annotation with related ‘Mk:pc(ll;\ nmtlu is also shown. All
msuus are also labeled with their GPS position and estimated tags (not shown here).

Gammeteretal.

President George W. Bush makes a
statementin the Rase Garden while Sec-
wtary of Defense Donald Rumsfeld
Tooks on, July 23, 2003, Rumsfeld said
the United States would mlesse graphic
photographs of the desd sons of Saddam
Hussein 1o prove they were killed by
American troops. Photo by Lamy Down-
ing/Reuters

Britsh dicector Sam Mendes md his
paner actress Kate Winslet arive at
the London premiere of "The Road to
Perdition’, September 18, 2002. The
films stars Tom Hanks a5 3 Chicago hit
man who has 2 sepanate family fife and
co-stars Paul Newman and Jude L.
REUTERS/Dan Chung

Tacaiiet Caltiil Goe Gray Durk

- web sites) lesds Republican
Challoger Bil Simon y 10peeniage
points ~ although 17 percent of votess
2 still undecided, sccording 10 a poll
released October 22, 2002 by the Pub-
lic Policy Institute of Califomia. Davisis
shown speaking to reporiers afier his de-
bate with Simon in Los Angeles, on Oct
7. (Jim Ruymen/Reuters)

T. Berg et al.

Challenges: robustness

Intra-class
appearance

Occlusions

ViewpointA

11/4/2015
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b : A‘—“ W.

Context cues

Challenges:

context and human experience

Context cues

Challenges:

context and human experience

Function Dynamics

Video credit: J. Davis

11/4/2015
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Challenges: complexity

Millions of pixels in an image
30,000 human recognizable object categories

30+ degrees of freedom in the pose of articulated
objects (humans)

Billions of images online
144K hours of new video on YouTube daily

About half of the cerebral cortex in primates is
devoted to processing visual information [Felleman
and van Essen 1991]

Challenges: learning with
SSminimal supervision

Le

7 107 G,
%, s, %,
QQQ?Q% %bb%%é 4§»§Ah0[
%o OZ: %Qé% %:”dc%é.
7 o [SAN4 /st J@Q‘
(s GJ‘

11/4/2015
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This is a
pottopod

S. Savarese, 2003
Slide from Pietro Perona, 2004 Object Recognition workshop

on o P-4

2% 1

Find the pottopod

11/4/2015

29



What kinds of things work best today?

e/ 79664\ ST ) ="
67578634%8¢
210790 /3a3¥6
N7l 901 §394

Reading license plates,
zip codes, checks

Recognizing flat, textured

objects (like books, CD — o
Fingerprint recognition
covers, posters)

What kinds of things work best today?

o o
clarlfm ABOUT TECHNOLOGY

API ~ NEWS BLOG CAREERS CONTACT

(Pastea url here... )
e i

*By using the demo you agree to our terms of service

Predicted Tags

Similar Images

11/4/2015
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Generic category recognition:
basic framework

 Build/train objectmodel
— (Choose a representation)

— Learn or fit parameters of model / classifier
» Generate candidates in new image

* Score the candidates

Supervised classification

+ Given a collection of labeled examples, come up with a
function that will predict the labels of new examples.

“four”
“nine” . H

?
Training examples Novel input

+ How good is some function we come up with to do the
classification?

* Depends on
— Mistakes made
— Cost associated with the mistakes

31



Supervised classification

* Given a collection of labeled examples, come up with a
function that will predict the labels of new examples.

» Consider the two-class (binary) decision problem
— L(4—9): Loss of classifying a4 as a9
— L(9—4): Loss of classifying a9 as a 4
» Risk of a classifier s is expected loss:
R(s) =Pr(4 — 9| using s)L(4 — 9)+Pr(9 — 4| using s)L(9 — 4)

* We want to choose a classifier so as to minimize this
total risk

Supervised classification

: Optimal classifier will
minimize total risk.

I
ﬂ At decision boundary,
: >

either choice of label
yields same expected
loss.

[ |
Feature value x

If we choose class “four” at boundary, expected loss is:
=P(classis9|x) L(9 — 4)+ P(classis4|x)L(4 — 4)

If we choose class “nine” at boundary, expected loss is:
=P(classis4|x) L(4 —9)

11/4/2015
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Ja]al{afalafal
: >

Supervised classification

[ |
Feature value x

Optimal classifier will
minimize total risk.

At decision boundary,
either choice of label

yields same expected
loss.

So, best decision boundary is at point x where
P(classis9|x) L(9 —4)=P(classis4|x)L(4 —9)

To classify a new point, choose class with lowest expected
loss; i.e., choose “four” if

P(4|x)L(4—>9)>P(9|x)L(O—4)

|

P

Supervised classification

41x)

PO x)

[ |
Feature value x

Optimal classifier will
minimize total risk.

At decision boundary,
either choice of label

yields same expected
loss.

So, best decision boundary is at point x where
P(classis9|x) L(9 —4)=P(classis4|x)L(4 —9)

To classify a new point, choose class with lowest expected

lo

ss: i.e., choose “four” if

P(4|x)L(4 —9) > P(9|x)l

L(9—>4)

11/4/2015
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Probability

Basic probability
* Xis arandom variable
* P(X) is the probability that X achieves a certain value

P(X called a PDF
( ) -probability distribution/density function

X
. 0<P(X)<1

. /OO P(X)dX =1 ¢ Y P(X)=1

continuous X discrete X

Conditional probability: P(X|Y)
— probabilityof X given that we alreadyknow Y Source: Steve Seitz

Example: learning skin colors

* We can represent a class-conditional density using a
histogram (a “non-parametric” distribution)

Percentage of skin
ﬁ‘ pixels in each bin

P(x|skin)

—_—— >
Feature x = Hue
A

Feature x = Hue

11/4/2015
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Example: learning skin colors

* We can represent a class-conditional density using a
histogram (a “non-parametric” distribution)

4\ P(x|skin)

— >
Feature x = Hue

Now we get a new image, A )
and want to label each pixel P(x|not skin)
as skin or non-skin.

What's the probability we
care about to do skin

detection? ————>

Feature x = Hue

Bayes rule
postekrior IikeAIihood prikor
| (x| skin)P(skin)
P(skin| x) =
P(X)

P(skin| x) a P(x | skin)P(skin)

Where does the prior come from?

Why use a prior?

11/4/2015
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Example: classifying skin pixels

Now for every pixel in a new image, we can
estimate probability that it is generated by skin.

Brighter pixels >
higher probability
of being skin

Classify pixels based on these probabilities
e if p(skin|x) > 0, classify as skin

e if p(skin|x) < 0, classify as not skin

Example: classifying skin pixels

Figure 7: Orientation of the flesh probability distribution
marked on the source video image

Gary Bradski, 1998

11/4/2015
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Hisnho

Example: classifying skin pixels

Figure 12: CAMSHIFT-based face tracker used to play
Quake 2 hands free by inserting control variables into the
mouse queue

Figure 13: CAMSHIFT-based face tracker used to
over a 3D graphic’s model of Hawaii

Using skin color-based face detection and pose estimation
as a video-based interface

Gary Bradski, 1998

Supervised classification

« Want to minimize the expected misclassification

» Two general strategies

— Use the training data to build representative
probability model; separately model class-conditional
densities and priors (generative)

— Directly construct a good decision boundary, model
the posterior (discriminative)

37



General classification

This same procedure applies in more general circumstances
* More thantwo classes "
* More than one dimension

AL

K
—

1 O

Example: face detection
* Here, Xis animage region
— dimension = # pixels
— eachface can be thought

of as a point in a high
dimensional space

H. Schneiderman, T. Kanade. "A Statistical Method for 3D 23 w ) 7

Object Detection Applied to Faces and Cars". IEEE Conference 8 > A“ .

on Computer Vision and Pattern Recognition (CVPR 2000) H. Schneiderman and T.Kanade
S

hittp://www-2..cs.cmu. edu/afs/cs cmu . edu/user/hws/wwww/CVPROO. pdf ource: Steve Seitz

Next

« Sliding window object detection (Faces!)

11/4/2015

38
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