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Visual Question Answering (VQA)

Task: Given an image and a natural language question about the image, provide an accurate natural 

language answer.



Motivation for VQA

● Push the AI state-of-the-art

● Requires multi-modal knowledge
○ Computer Vision
○ Natural Language Processing
○ Knowledge Representation and Reasoning

● Simple to quantitatively evaluate

● Useful applications
○ Helping the visually-impaired by answering 

questions about a scene
○ Assisting intelligence analysts extract visual 

information

http://www.youtube.com/watch?v=Qw4tqz1diM4


Contributions

● A VQA dataset containing 250K images, 760K 

questions, and 10M answers.
○ Previous largest: 2.6K images
○ Open-ended, free-form questions and answers 

instead of fixed vocabulary

● Analysis of the dataset
○ What types of questions are being asked?
○ What types of answers are given?

● Baseline approaches



Dataset collection

Real Images: 200K images from MS COCO

● Multiple objects per scene, rich contextual 

information

Abstract Scenes: 50K scenes generated using clipart

● Less visual noise, makes visual recognition part of 

task easier



Dataset collection

● Captions
○ Five single-sentence captions collected for each abstract scene
○ MS COCO already provides five captions for its images
○ Ex: A child catches a disc.

● Questions
○ Three unique questions gathered for each image from unique AMT workers
○ Questions must require the image to answer
○ Ex: What color is the disc?

● Answers
○ Ten answers for each question from unique workers
○ Ex: Blue



Dataset Analysis



Distribution of Questions

Both distributions are very similar, suggesting abstract scenes are a feasible 
replacement for real images in VQA.



Again, very similar distributions between real and abstract images..





Baselines



Possible inputs
● Question channel

a. Bag-of-words representation of top 1000 words in all questions
b. LSTM embedding (1024-dim)

● Caption channel: Bag-of-words representations of top 1000 words in all captions

● Image channel: Last hidden layer of VGG (4096-dim)



The model
● Multi-layer perceptron with 2 hidden layers (1000 hidden units each)

● Input options
○ Concatenate image embedding and bag-of-words question embedding
○ Concatenate image embedding and bag-of-words caption embedding
○ Element-wise multiplication of image embedding with LSTM question embedding

● Output: softmax distribution over K possible answers
○ Authors use top K = 1000 answers in the dataset as possible answers



Baseline Results



Even without the image, all methods perform far better than chance on 
Yes/No questions!



● Image features don’t help for questions 
which require deeper reasoning

● They do help for identification questions 
(“what…”)



Demo!

https://vqa.cloudcv.org/

https://vqa.cloudcv.org/


Strengths and Weaknesses

● Pros
○ Challenging problem with useful applications
○ Trumps previous datasets in quantity of data and complexity of questions
○ Approaching human performance in VQA will lead us to more “complete”, human-assistant-like AIs

● Cons
○ Biases in the dataset can skew results

■ Language priors can give easy accuracy gains but mask deficiencies of the method
○ Doesn’t account for synonyms, pluralities in answers


