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Abstract. A semi-automatic process, which support users in the task
of annotating large image data sets, has been proposed recently. Images
are clustered automatically according to similarity and are presented to
the user as a sorted set. During the annotation process, partial annota-
tions are used for further improvement of the clustering. This interactive
annotation process has three important properties: First, the user is ac-
tively supported in the annotation process. Second, the basis for the
clustering is visualized, thereby allowing users to understand what the
underlying image features are capable of representing and distinguishing.
Third, as the clustering is interactively improved certain categories may
turn out to be ineffectual. We will discuss how an interactive annotation
system may help to bridge the semantic gap by enhancing the users’
understanding of the underlying functionality and how the user and the
learning system interact.

1 Interactive Image Annotation

A semi-supervised learning approach for interactive image annotation has re-
cently been presented by the authors in [1]. The semi-automatic user interface
for the efficient annotation of image data sets clusters images according to sim-
ilarity using different image features. Image annotation cannot be automated
for the task of creating ground truth data for computer vision systems since
correctness is crucial. Therefore the interaction between user and system is of
tremendous importance.

The interactive annotation process is displayed in Figure 1. Image data is
initially clustered according to similarity using different image features in a Bag-
of-Features (BoF) approach. The clustered data is then presented to the user in
an optimized user interface (UI) which facilitates the annotation of these images
with custom categories. As the user annotates the images, partial annotations
are used to learn a better clustering in a semi-supervised process. Identical and
different annotations are interpreted as must-link and cannot-link constraints
respectively. This allows the calculation of a weight vector w, for the BoF-feature
vectors of category ¢ € C. The category specific vector w, is calculated to reduce
the distances between images of the same category and to increase distances
between images of category ¢ and those of category g with g € C A g # c.
Images which have not yet been annotated are assigned the weight vector of the
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Fig. 1. Interactive, semi-supervised clustering and annotation process, displaying in-
teraction between automatic components (system) and users, as well as visual word
visualization (clustering box).

best matching category. Thus, the ordering of the remaining images is iteratively
improved. However, as can be seen in the lower box in Figure 1, which displays
the users’ actions, alternative events are possible.

1.1 Visual word feedback

A positive side effect of the semi-supervised learning of category-specific weight
vectors is that large elements of these vectors w,,c € C' can easily be identified
and set into correlation with the original image features and the regions they
were extracted from. This allows us to crop image regions which correspond to
high weighted elements in the BoF-vector and use them as a so called visual
word visualization. We take this even further by using these cropped images to
provide the user with information about the decision-making basis of the (semi-
supervised) clustering algorithm. While image features in computer vision are in
general abstract and difficult to relate to, our visual words allow a simple and
clear understanding since they show simple image regions. In the UI those visual
words with the highest weights are displayed for each category. This visualization
intuitively enhances the users’ understanding of computer vision capabilities.
The semantic gap is usually considered as being the missing link between
low-level signals (e.g. edges) and high-level concepts (objects). This gap remains
a problem despite extensive research in recent years. The major problem in
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the application of computer vision techniques is that results seldom meet the
users’ expectations. Especially when we talk about users who are non-experts
and have little knowledge in the area of computer vision we have to acknowl-
edge that they do not understand on which basis the classification takes place.
While efforts have been made to visualize image features which form the basis
for decision-making ([2,3]), these results are still difficult to interpret by non-
experts. Providing visual words which display important parts of an object - as
in the semi-supervised learning box in Figure 1 - can however provide intuitive
feedback about what the computer is able to extract from the images. In the
given examples, the system is capable of extracting important structural infor-
mation for the categories strawberry (left) and stop sign (right). A simple effect
of understanding would be that the vision system does not read the word “stop”
to identify the stop sign but instead uses color or the characteristic edges and
corners for the recognition. Another effect of understanding the capabilities of a
computer vision system is the visualization of common, i.e., representative image
regions which are, however, not discriminative for the actual category. This is
the case for the airplane category where blue sky regions are displayed.

2 Adaptation of interaction strategies

The visualization of visual words for each category has two additional advan-
tages:

1. Users may adapt their annotation strategy based on this feedback.
2. The classifier performance may be predicted beforehand.

For the first case, let us consider the exemplary visual words given in Figure 1
(semi-supervised learning box). The categories strawberry and stop sign are well
represented by the given examples. The category airplane (middle) is mainly
represented by blue sky. Based on this feedback users might notice that they
annotated only few clusters of this category, which were very similar, i.e., con-
tained blue sky. In order to receive an improved clustering which is capable of
distinguishing the categories well, users may adapt their annotation strategy and
specifically annotate airplane images with different background. This annotation
step will take only very little time but may result in a significantly improved
clustering and thereby speed-up the annotation of the remaining images.

The second case, the prediction of classifier performance can also be deduced
from the visual words, however, only after a significant amount of the image
data was annotated. If, in a learning iteration near the end of the annotation
process, the clustering cannot be improved significantly, this may be a hint as to
insufficient training data, e.g., if the visual words display blue sky regions even
after all images were annotated. The underlying image features do, of course,
have an impact on the classification performance. Since the annotation tool uses
different image features which represent different image properties this impact
should, however, be negligible. In case of insufficient or skewed image data sets,
neither the semi-supervised annotation system nor a state-of-the-art classifier has
a chance of reaching high recognition rates. In such a case steps can be taken to



4 Moehrmann and Heidemann

4 ¥ ¥ K
| B 8 &

left/ front/ front/ front/ right/
down left down right down

LA

Fig. 2. Difficult head poses for annotation with discrete categories. Faces extracted
automatically from PETS video data [4].

improve training image quality before effort is put into classifier selection and
calculation.

Another aspect concerning the prediction of classifier performance is the defi-
nition of image categories. Let us consider the example of annotating face images
according to the head pose. The initial idea is to assign each image to one of
four categories: front, right, left, down. If these categories are given, the recom-
mendation by the clustering may aid the user in the decision about the head
pose. However, certain head poses are very difficult to decide on and may not fit
into one of the given categories, as can be seen in Figure 2. But this is not only
a difficult decision for the user. The head poses may simply be too difficult to
distinguish, given only four categories. The semi-supervised clustering process
helps users understand this by presenting “uncertain” images in-between the two
categories they may possibly belong to. For example, after loading a recalculated
clustering the images belonging to categorie left and down would be well sep-
arated. The images marked left/down in Figure 2 would be displayed between
those two categories and thereby intuitively indicate the inability to assign these
images to either one category. The annotation system thereby supports the user
in adapting the annotation strategy regarding the category definitions. From
the clustering and the visual word visualization for each category users may
find a tremendous improvement in the category representation when using more
than the initial categories, e.g. intermediate categories like lower-left. We are
aware that head pose annotation is a very specialized problem since it tries to
assign continuous data to discrete categories. However, this annotation is a real
world problem which has to be performed. The problem of possibly inappropri-
ate categories also arises with other recognition tasks where no clear separation
is available or where the variance in object appearance is larger than expected.

3 Conclusion

The semi-supervised image annotation system exploits user interactions with
respect to the sorting of the data. Additionally, visual word representations are
provided to the user as a basis for further interactions with the underlying sys-
tem. These interactions may have an impact on the training data and the image
categories. The interactive process might already yield information about clas-
sifier performance during ground truth annotation and allow for improvements
at an early stage in the development process.
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