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This document:  

• Amazon Mechanical Turk interfaces described in Sec. 3.2 of the main paper. 

• Qualitative examples of regions selected to be important by (1) our method, (2) the 
object-like method of [3], (3) the object-like method of [6], and (4) the bottom-up 
saliency method of [30].   

 

Attached mpg videos: 

• Summarization results in the form of videos: Our summaries are named “userX-
ours.mpg”, while the uniform sampling baseline summaries are named “userX-
baseline.mpg”.  For our results, the frame boundary colors indicate different events.  
Some faces are blocked out to preserve anonymity.  The summaries are among the 
various we tested and quantified results for in Fig. 7 and Table 1 of the main paper.  

• A clip from a sample raw video: “sample.mpg”. 

 

 

 

 

 

 

 

 

 



 

 

(1) Mechanical Turk interfaces 

Interface 1: 

 
 

 

 

 

 

 



 

 

Interface 2: 

 

 
 

 

 



 

 
(2) Important region examples 

 

This figure shows examples of correct predictions made by our method.  The high-level saliency 
detection methods [3,6] focus on detecting any prominent object.  Therefore, unlike our method, 
they are unable to distinguish those that may be important to a camera wearer.  The low-level 
saliency detection method [30] fails to find object-like regions, and instead produces local 
estimates of saliency.  See Fig. 5 in the main paper for quantitative results on this part of the 
method.  Best viewed in color. 
 
 
 
 
 
 
 



 
 
 
 
 

 
This figure shows examples of incorrect predictions made by our method.  The high-level 
saliency detection methods [3,6] produce better predictions for these examples.  In the first 
example, our method produces an under-segmentation of the important object and includes 
regions surrounding the television.  In the second example, our method incorrectly detects the 
user’s hand to be important, while in the third and fourth examples, it determines background 
regions to be important due to their high frequency.  See Fig. 5 in the main paper for quantitative 
results on this part of the method.  Best viewed in color. 
    


