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 Visual rationales improve accuracy,
especially for males
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Our ldea Male Female
 Annotators should not only assign class labels (the . R N =25 N =100 N =25 N =100
“what”), but also give a rationale Indicating their Impact on ClaSSIfIQF Xrl:rzztk;ilcj);s) 55.40% 4  60.01% 53.13% 57.07%
reasoning behind the label (the “why”) . contrast examples refine fﬁﬂit@% 53.73% 54.92% 53.83% 56.57%
* We propose two modes for visual rationales: the resulting hyperplane Originals
Spatial : draw polygons around important image regions ony >209% / >480% >402% >o99%

Net savings in annotation effort, and better accuracy!

Attribute : name attributes most influential in label choice

Attribute Rationale? | | |
a;: pointed toes Vv Results: Public Figure Attractiveness

az: on ground e Test our attribute rationales on PubFig dataset

Results: Scene Categorization . L .
as: balanced . . J _  Task: Classify public figure as attractive or not
a,: falling  Test our spatial rationales on 15 Scene Categories

dataset with annotations from 545 unique MTurk workers
 Task: Name the scene type
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Annotation task : Is the skater’s form good?
How can you tell?

y"?[{- Smling
“wea N 4§ | Straight Hair
' L (B Narrow Eyes

3 e 1]

Er ~W T, S
it Wy S, R Bk A i
o SGTIANENE b, TR
e ! s ~ e » -
R e I g o - AR
-Lﬁ"’.{&;- LG e Y, 2
“/ \rtiStiC”

SVM Training with Contrast Examples . Large improvement, especially with

. ?eq_uwe C|aSSfIerI‘ to trea‘t‘lcontras_,t_ e>:arr1nplehthat_ Igckls . Scenes often lack clear semantic boundaries (e.g., city homogeneous rationales” for all classes
the Important reatures as 'less positive” than the original. vs. street), making this a good task for rationales AHomogen?\OL.Js. | : Indmdual -

- " " " . . . ours originals Ours originals
We adopt the SVM objective developed by Zaidan et al., » Visual rationales outperform all three baselines fo  r Male 68 14% 64600 623500 E0.020%
[HLT 2007] for sentiment analysis in documents: 13 of 15 classes Female 55.65% 51.74% 51.86% 52.36%
o 1 Classes w/ Ours Rationales Mutual

Minimize: > lw||? + C z & |+ Co 2 Vi argest gains (MAP) Originals Only Only Information

. . Kitchen 0.1395 0.1196 0.1277 0.1202 :
_ P : l iving Rm 0.1238 0.1142 0.1131 0.1159 Conclusions
Subject to: YW X = i nside City 0.1487 0.1299 0.1394 0.1245 « The “why” matters
Vi yywl'x; —wlv) > u(d —v,) E,y; =0 Coast 0.4513 0.4243 0.4205 0.4129 - | | |
Highway 0.2379 0.2240 0.2221 0.2112 o Positive results in multiple domains
where X; IS the I-th training example, v; IS its corresponding Rationales I= foreground segmentation / / . Rationales give deeper insight than a class label

contrast example’ and Yils the class label {1’ '1}- Rationales > discriminative feat. selection alone, especially useful In subjective tasks



