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RELATED WORK

» The Secrets of Salient Object Segmentation

> free-view saliency

for gaze saliency, people may need to gaze on objects that
are not visually salient to perform a task

» Learning to Predict Gaze in Egocentric Video

> gaze saliency (gaze following)




THIRD PERSON VIEWPOINT

input free-view gaze
' saliency saliency
This illustrates how free-view saliency

differs from gaze saliency. 5
difference?

Not only it doesn’t consider gaze

direction, but also it highlights some

wrong objects, such as mouse with red

light in the lower right image. People

performing task in the picture may

focus on objects that are not salient by 3
free view



PROBLEM DEFINITION

> Predicting gaze saliency from a 3rd person viewpont

» Where are they looking at?

» Assumptions:
» 2-D head positions are given

» people are looking at objects inside the image



APPLICATIONS




APPLICATIONS
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» Behavior understanding
» Social situation understanding

» do people know each other?




APPLICATIONS

» Behavior understanding
» Social situation understanding
» do people know each other?

» are people collaborating on the same task?




DIFFICULTY
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CONTRIBUTION OF THIS WORK

» Solve gaze following in 3rd person view, instead of ego-centric

> Predict exact gaze location rather than just direction

» Do not require 3D location info of people in the scene



DATASET

1,548 from SUN
33,790 from MS COCO

9,135 from Action 40

508 from Imagenet

7,791 from Pascal 198,097 from Places

gaze annotation
9 more annotations per
person in the scene te’sting; 4,782 people

GazeFollow dataset:
130,339 people in 122,143 images

training: rest



TEST DATA EXAMPLES & STATS
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Head Location
Density
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Fixation Loc. Norm. Fixation
Density Loc. Density

Avg. Gaze Direction
Direction Color Code

(a) Example test images and annotations (b) Test set statistics
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APPROACH

How do human predict where a person in a picture is looking at?

human first estimate the possible
gaze directions based on head pose,
then find the most salient objects in
those directions
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APPROACH

Saliency Map

—>.\

* . / gaze prediction

Gaze direction map (Gaze mask)
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full image x,

Saliency Pathway element-wise Shifted Grids
product

saliency map S(x;)

<

gaze
prediction
y

head x, Gaze Pathway

." 44459

e [T [
head | m gaze mask
location x, G(xy, X,)
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" fullimage x,

head|'m

location x

Saliency Pathway
y image patch cropped
around head

Gaze Pathway

ion x, |11
\-
head location

element-wise
product

S(x;) I

gaze mask

G(xha xp)

How does it force Saliency Pathway and Gaze Pathway to learn the saliency

map and gaze mask respectively?
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SALIENCY PATHWAY

s
| Saliency Pathway element-wise
product
s~ 99999 %
saliency map S(x,)

.- ‘captures the salient regions in the
‘ Image.

head [ m:i' Output size:13 x 13

location x [-1-FE5]

gaze mask

G(xy, xp)
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SALIENCY PATHWAY Each 13 x 13 feature

................................................................ map Captures dlﬁ:erent ceecsesccseses
objects

full image x;
element-wise

product

®.

saliency map S(x,)

Initialized from an
Alexnet trained on Places dataset.
Output size: 13 x 13 x 256

head ;’,Z: [

location x, R

gaze mask

G(xha x‘p)
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One feature map of

SALIENCY PATHWAY filter size = 1 x 1 x 256

..................................................................... Weighted sum of 256 [RRE—_—_—_
feature maps

full image x;

Saliency Pathway element-wise

product
- -

| aliency map S(x;)
Gaze Pathway
. g”é
Jd [Jd [Fe
head ] gaze mask
location x |11 Glxy, %)
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GAZE PATHWAY

full image x;

captures the possible gaze e'e"‘egt“:tis‘
. . roau
directions y
X)-
saliency map S(x,)
head x,, Gaze Pathway
T 4935
FCEIFCFC
head|] gaze mask
location x_ [-1 G(xy, x,)

k
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GAZE PATHWAY

element-wise
product

Initialized from an
Alexnet trained on Imagenet. ®-

ency map S(x;)

head x, Gaze Pathwa

o o (e
gaze mask
G(xha x‘p)

head|'m

location x, R
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GAZE PATHWAY Combine the saliency map

with the gaze mask

element-wise
product

Sigmoid transformation ®-

Output size: 13 x 13

head [ 11

location x, R

gaze mask

G(xha x'p)
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MULTIMODAL PREDICTION WITH SHIF st inioacs

regression problem, because there are
ambiguities in gaze location, and
regression would just take the middle R I I T A A A

product

ray element-wise Shifted Grids

S

saliency map S(x,)

y
.
3o [Bo [de
— gaze mask
G(xha xp)

.

gaze
prediction
y

The softmax loss penalizes all wrong
grids uniformly, but we want it to
penalize less on grids closer to the
answer, so we compute loss on all
shifted grids and take an average.

In their model they used shifted grids
with size 5 x 5 22



QUANTITATIVE RESULT

OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

Recall that there are ten ground-truth
gaze for each person in test images

AUC: rank the grid by their softmax
prob and draw the ROC curve

Dist: distance to the average ground-
truth

Min Dist: distance to closest ground-
truth

Min Ang: angular distance between
M o d el AUC DlS t DlS t Ang prediction and average ground-truth
Our 0.878 0.190 0.113 24°
SVM+shift grid | 0.788 0.268 0.186 40°
SVM-+one grid | 0.758 0.276 0.193 43°  eneawiea” """
Judd 111 0.711 0.337 0.250 54° | Snemeemmosionie
Fixed ... 0.306 0.219 48°  shewmma™ "
Cente " miamiitoms " 0.313  0.230 49°  iSlinsiilii.

Rand(  directins 0.484 0.391 69°
Onel 0.096 0.040 11°

raluation




SVM BASELINE
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full image x;

ay element-wise
product

X+
saliency map S(x;)

»
FCRFCFC
gaze mask
G(xh’ xp)

» SVM

concatenate

location X,
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QUANTITATIVE RESULT
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Min

Model AUC Dist. Dist. Ang.
Our 0.878 0.190 0.113 24°
SVM-+shift grid | 0.788 0.268 0.186 40°
SVM+one grid | 0.758 0.276 0.193 43°
Judd [111 0.711 0.337 0.250 54°
Fixed , 0.306 0.219 48°
Cente 2 merossousromeres. ~ 0.313  0.230  49°
Rand( fomssvestinsioncymainverer (). 484 0.391  69°
One t ti’}i&}ﬁrw'?sﬂs;jﬁﬁﬁ;‘;}@ﬁ.“#"hit'e‘fme 0.096 0.040 11°

is decrease in performance suggests

ne or more of these components may

0 .
play an important role. Later we will ’alllatlon

show that the element wise
multiplication is actually not that
important

3. Shifted grid improved the

classification performance by a small
margin
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ABLATION STUDY

Min

Model AUC Dist. Dist. Ang.
No image [0.821 0.221 0.142 (27°)
No position |0.837 0.238 0.158 32°
No head 0.822 0.264 0.179 41° 1. Although the role of element wise

multiplication All three input are

No eltwise |0.876 0.193 0.117 25° mportant for this netwrk. However,

] the full image doesn’t affect the.
b5x bogrid |0.839 0.245 0.164 36° makes sonso becauss the angular
distance only depends on the

10 x 10 gnd U . 873 U 2-1_8_0_1_3-8_300_ correctness of gaze direction.
L2 loss 0.768 0.245 0.169 34° ga:ii'rt?é?tenﬂiﬁ‘%ié" e e
Our fl’lll 0 * 878 0 * 1 90 O' 1 1 3 24 3. :heir full model uses shifted grids

(b) Model Diagnostics orics i improve all measures by a

large margin

4. The prediction of regression with L2
loss is much less accurate than
classification result
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The model is able to find both
reasonable gaze directions as well as
salient objects on those directions
uUAL ITATI V This proves that gaze mask is useful
because the model is able to predict

................... different gaze location for different
people in the same picture

00000000000000000000000000000000000000000000000000000000000

The first picture in the second row:

. = | n« - 2 .
Figure 5: Qualitative results: We show several examples of successes and failures of our model.
The red lines indicate ground truth gaze, and the yellow, our
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QUALITATIVE RESULT2

inputimage gaze mask saliency
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Weighted sum of 256 feature maps.

RECALL THAT Each feature map captures some object patterns.

Weights are learned such that objects people usually
look at have higher(positive) weights.

element-wise
product

®.

Saliency Pathwdy

liency map S(x;)

Gaze Pathway

. g
FCFCFC

head|'m

location x, R

gaze mask

G(xha x‘p)




QUALITATIVE RESULT3

» Top activation image regions for 8 conv5 neurons in Saliency
pathway

positive weight units negative weight units

o

ball surface

screen’ horizon

lights

o floor
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EVALUATION

Strength:

» Combine gaze direction and visual saliency
» Good performance

» Use head position instead of face position

» can handle the case where only the back is seen

Weakness:

» Ignoring depth -> unreasonable prediction

» Cross-entropy loss VS shifted grids?
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> http://gazefollow.csail.mit.edu/demo.html

» Photo with people appearing in their back

> http://jessgibbsphotography.com/wp-content/uploads/
2013/01/
crowds_of people _take photos of flag ceremony outside
town_hall.jpg

» Photo where people are staring at objects outside the image

> http://www.celwalls.com/wallpapers/large/7525.jpg
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