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IMAGE QUESTION AND 
ANSWERING

Image credit: Ask Your Neurons: A Neural-Based Approach to Answering Questions About Images.  Malinowski, Rohrbach, Fritz.  ICCV 2015.



END TO END ARCHITECTURE

Image credit: Ask Your Neurons: A Neural-Based Approach to Answering Questions About Images.  Malinowski, Rohrbach, Fritz.  ICCV 2015.



PROBLEM FORMULATION

• x is the image; q the question;      the parameters to learn.

•         is the set of previous answer words, where $ token 
indicates end of answer sequence and ? end of question.

•     is the current answer word;     the vocabulary.
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NEURAL-IMAGE-QA
ARCHITECTURE

Image credit: Ask Your Neurons: A Neural-Based Approach to Answering Questions About Images.  Malinowski, Rohrbach, Fritz.  ICCV 2015.



NEURAL-IMAGE-QA
ARCHITECTURE

• Caffe implementation of LSTM - sigmoid and hyperbolic 
tangent nonlinearities.

• Pre-train CNN on ImageNet with GoogleNet architecture. 

• Randomly initialize and train last layer with LSTM - crucial 
step.

• Use default hyper-parameters for LSTM and CNN from 
previous work.



DAQUAR DATA

• 12,468 human question answer pairs on indoor scene 
images. 

• 90% have single word answers. Longest answer: 7 entities.

• 2,483 different questions. Average number of words per 
question: 11.53 [7-31]

• Most frequent entities: table, chair, and lamp



DAQUAR DATA

Image credit: http://datasets.d2.mpi-inf.mpg.de/mateusz15neural_qa/ask_your_neurons-slides-low_res.pdf

http://datasets.d2.mpi-inf.mpg.de/mateusz15neural_qa/ask_your_neurons-slides-low_res.pdf


WUPS SCORE

• a - answer words;  t - target words

• u - Wu-Palmer Similarity: calculates relatedness by considering 
the depths of the two synsets in the WordNet taxonomies, 
along with the depth of the LCS (Least Common Subsumer)



WUPS SCORE

• Generalization of accuracy that allows for word-level ambiguities. Mistakes with similar 
words should be less penalized. Smaller threshold more forgiving.

Image credit: http://datasets.d2.mpi-inf.mpg.de/mateusz15neural_qa/ask_your_neurons-slides-low_res.pdf

http://datasets.d2.mpi-inf.mpg.de/mateusz15neural_qa/ask_your_neurons-slides-low_res.pdf


EXPERIMENTS

• Train three types of models: (1) Neural-Image-QA,  
(2) Only language features, (3) Only use data with 
single word answers.

• “Human answer, no image”: asked participants to 
answer DAQUAR questions with no images.



RESULTS - ALL CLASSES
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RESULTS - ALL CLASSES

Image credit: Ask Your Neurons: A Neural-Based Approach to Answering Questions About Images.  Malinowski, Rohrbach, Fritz.  ICCV 2015.



RESULTS - SINGLE WORD

Image credit: Ask Your Neurons: A Neural-Based Approach to Answering Questions About Images.  Malinowski, Rohrbach, Fritz.  ICCV 2015.



DAQUAR-CONSENSUS
• Ask multiple people to answer same question. Data has an 

average of 5 responses per image.

• Average Consensus Score - average WUPS score - in limit 
measures inter human agreement for question. Encourages 
predictions of most agreeable answers.

• Min Consensus Score - Replaces average with max to use 
human answer closest to predicted. Most optimistic 
evaluation.



CONSENSUS RESULTS

Image credit: Ask Your Neurons: A Neural-Based Approach to Answering Questions About Images.  Malinowski, Rohrbach, Fritz.  ICCV 2015.



SINGLE ANSWER EXAMPLES



MULTIPLE ANSWER EXAMPLES



FAILURE EXAMPLES



CONCLUSION
• Errors with smaller objects, indoor scene statistics, spatial 

reasoning, and too few data.

• Language only model only slightly worse and outperforms 
human baseline.

• End to end architecture.

• Possible extensions: (1) Larger datasets, (2) Explore better 
pre-training techniques to better leverage images.



DISCUSSION
• Is only retraining the last layer sufficient for capturing global relationships?

• Why does two layer LSTM perform worse?

• Are there better ways to evaluate how much common sense knowledge 
is encoded in a QA system (other than a language only model)?

• With extra training data, maybe fine-tuning the CNN more (or even 
training one from scratch) could help since the network they used was 
designed for image recognition and not necessarily question answering. 

• How well does this method generalize?


